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Problem Definition

Counseling Response Generation: 
Our work utilizes the next dialogue-act (or response-act) to control the 
response generation pipeline by bifurcating the core problem into two 
sub-problems – (i) classifying response-act and then (ii) rewarding the 
model to generate responses aligning with response-act.

Methodology

Results & Analysis

Highlights

● We exploit future dialogue-acts (aka response-acts) in guiding the 

response generation model to generate the intended (controlled) 

response for virtual mental health assistants.

● We propose a novel transformer-reinforcement-learning (TRL) 

driven response-act guided model, READER, to generate response.

● Our evaluation on the HOPE dataset shows significant 

improvements in the performance of response generation over 

several competing baselines.

● We conduct a thorough and qualitative human evaluation on the 

generated responses and establish that the proposed approach is 

qualitatively efficient as well.
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Dataset

HOPE: A mental health counseling conversation 

dataset. It contains 12.8K utterances from 212 dyadic 

counseling sessions between therapists and clients.

The incremental flow of reward in the PPO of READER

READER beats the 

best-performing baseline 

across 10 out of 11 metric 

with a significant 22% 

increase in R1 Score.

Ablation study supports 

the motivation behind 

each contributory module 

in our method with 

Rew(RAC+R) contributing 

the most to the model’s 

increased performance.  
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